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Abstract

In this research, an improved Partitioned Iterated Function System (PIFS) scheme is introduced
to speed up the encoding stage time in Fractal Image Compression (FIC). The proposed system is
based on using both symmetry prediction and blocks indexing to speed up the block matching
process; these two methods have been used to manage the way of selecting the suitable domain to
represent the range block. For block indexing the moment features have been used for determining
double block descriptors, each one is affine invariant. The two block descriptors are utilized in a
combined indexing scheme to classify the blocks of both range and domain pool. So, the block
indexing method is introduced to filter the domain blocks, and keeps only those domain blocks have
similar block indices with that of the mapped range block which will be approximately represented
using affine mapping. The symmetry predictor is used to reduce the number of isometric trails from
8 to one trail .The research also includes the implementation of the use of single moment
descriptor to speed up FIC for comparison. The test results indicated that the proposed improvement
has reduced the required encoding time to 0.25 second, and the attain compression ratio is 7.99

without making significant degradation in image quality.
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Introduction

Various compression methods have been
proposed to achieve high compression ratios
and high image qualities in low computation
time. Among the image compression methods,
the fractal image coding method based on the
theory of iterated function system (IFS) has
captured increasing attention and interest. The
application of fractal models to image
compression has been prompted by Barnsley
[1,2]. The first automated fractal coding
algorithm based on Partitioned (local) Iterated
Function System (PIFS) was developed by
Jacquin [3,4].

The basic idea of fractal image
compression is the partitioning of input image
into non-overlapping range blocks. For every
range block a similar but larger domain block
is found. The set of coefficients of mapping
the domain blocks to the range block, using
affine transform, is recorded as compression
data. The compressed image data set is called
the Iterated Function System (IFS) mapping
set. Decoding process applies the determined
IFS transformations on any initial image, and
the process is repeated many times till
reaching the attractor.The main problem in the
fractal image compression (FIC) method is the

long encoding time. Several researches had
been introduced that proposed improvements
on PIFS scheme to speed up the encoding
time. Some proposed methods involves
combination of fractal coding; either using
cosine transform (DCT) [5], or Wavelet
transform [6]. Other coding methods are based
on using moment descriptor as a criteria to
classify the range-domain blocks [7,8].

Proposed System

In the proposed system, the RGB color
image is transformed into (Y, Cb, Cr) color
representation, then the chromatic bands (i.e.
Cb and Cr) have been down sampled (by 2) to
reduce the encoding time and to improve the
compression gain [9]. Each band is considered
as a range pool and down sampled (by 2) to
produce the domain pool. The range pool is
partitioned into nxn non-overlapped blocks,
while the domain pool is partitioned into n x n
overlapped blocks.

The IFS with symmetry prediction and
double descriptors have been used. These
descriptors are based on the values of central
moment's order-1 and order-3, they have been
combined to produce a block descriptors
characterized as affine transform invariant
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descriptors to classify the domain and range
blocks into classes to speed up the IFS
matching. The isometric predictor; which is
based on the moment status (order-1) of the
matched block is utilized to reduce the
matching time because only one match,
instead of eight, will be tested to evaluate the
IFS-similarity between any range and domain
block[7]. To achieve high compression ratio,
the coefficients of the optimal affine
approximation are quantized. The quantized
affine transformation coefficients of the image
are stored as a compression file.

Block Moments

In general, moments are set of parameters
which describes the distribution of material (in
image processing it is equivalent to brightness)
relative to a reference point or an axis. The
idea of using moments to construct the image
feature vectors is one of the most common
methods used today. Each moment order
reflects different information for the same
image. For a 2-D continuous function f(x,y),
the moment of order (p+q) is defined as
[10,11]:

M(p,a) =2 > x"y7I(x,y)
P q

The pixel whose coordinates (x=0 or y=0)
yield (0) in the moment equation. But the
central moment for a function I(X, y) can be
expressed as [3, 4]:

M(P0) = X T (X=X (Y= Yo 1R y) oo @)
M

X, T (3)
MOO

V., = I\'\;:m ........................................... 4

Where:

Xc IS the X coordinate of the center point.

Y. is the y coordinate of the center point.

Moo is the zero order moment.

Mo is the first order moment relative to x

axis.

Moz is the first order moment relative to y

axis.

For an image block I(x, y) {x, y | O, 1,
...., m-1}, its first and third order centralized
moments are defined as :
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Suppose that each range block have pixel
intensities (ry,..,ry) and each domain block
have pixel intensities (dj,..,dn). Then for each
range block (r) the optimal affine
approximation can be represented as [8,12].

FF=s(d, ~d) + T oo,
where
r’ is the optimal approximated i™ pixel
value in the range block.
di is the corresponding pixel value in the
domain
block.
s is the scaling coefficient.
r,d are the average of the range block
and domain block, respectively.

The search process implies that all domain
blocks (d;) listed in domain pool should be
matched with the considered range block, to
find out the optimal approximation (r;).

After the generation of the range and
domain pools; each range block listed in range
pool is taken separately and approximated by
one of the domain blocks listed in domain
pool. At each approximation instance, the
mapping coefficients,( i.e. scale coefficients)
and range average r, are determined. These
coefficients are called the affine coefficients.
The value of scale (s) parameter is determined
by finding the least sum 42 of square error

between r'and r according to following
equations.
m-1 _ —
2?2 =Z:[(ri —r)—s(d, _o|)]2 .................. (20)
The minimum of ¥ occurs when:
o 11
P 0 et ettt (11)

Combining equations (9), (10) leads to:
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0 if o2 =0
Where,
1 m-1
O-dzzazdlz_dz ..................................... (13)

ri is the pixel value of the range block.
m is the number of pixels in each block (the
block size)

At each range-domain matching instance,
and before determination of 52, the following
condition should be applied on the determined
values of s:

—Smax TS <-Sax
S=4S if—SmaxSSSSmax.. ............. (14)
Sirax ifS>S

And then, it should be quantized using the
following equations:

I =10UNA(F) oo, (15)

St o 38 P (16)

O (17)
Where

Smax IS the highest permissible value of the

scale coefficients.

is the quantization step of the scale

coefficients.

Is is the quantization index of the scale
coefficients.

bs is the number of scale bits.

Qs

The quantized value of scale (s) is used to
calculate the sum of square error y* using
equation (10)

Symmetry Process

In order to increase the size of domain pool
and, consequently, to increase the probability
of finding the Dbest (near optimal)
approximations for the range blocks, each
domain block is transformed using a set of
isometric transforms (i.e., rotation and
flipping), such that eight versions (blocks) are
produced for each domain block [13]. The
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eight isometric mappings are (identity, rotation
90, rotation 180, rotation 270, reflection-x,
reflection with rotation 90, reflection with
rotation 180, reflection with rotation 270),
The number of bits required to represent the
eight isometric mapping cases is (3) bits.

The main disadvantage of using the
isometric mappings in the encoding process is
that more computational time is required to
perform the extra matching processes.
Therefore in our proposed system a symmetry
predictor was added to reduce the number of
isometric trails from 8 to one trail [7]. The first
order centralized moments (equations 5 & 6)
are used to index each domain and range
blocks onto one of eight possible isometric
states, the criteria used to context the isometric
state indexing is shown in Table (1). At each
range-domain matching instance, the indices
of both domain and range blocks are passed
through the predictor, see Table (2), then the
predictor outputs the index of the required
isometric transform to get the best possible
match between the domain and range blocks .

Table (1)
The Truth Table For The Eight Blocks
States[7].

Block's Boolean Criteria

Class
Index

[M1o| > 0

[Moi| > 0

B I I BT T B I B

7 F
0= No Operation; 1= Rotation 90;
2=Rotation_180;  3=Rotation 270;
4=Reflection;
5=Reflection+Rotation_90;
6=Reflection+Rotation 180;
7= Reflection+Rotation_270;




Table (2)
The Required Isometric Operation to Convert
the Block State [7].

Domain Block Index

0 [1]2][3]4][5]6]7

0] 0 |6/4]/2]/5]/3]1]7
3|16 |0]2]4]/1]7]5]3
S/2] 4 J2]o]6]3][5]7]1
g |3]| 2 ]4]6]0]7]1]3]5
m 4] 5 |1]3]7]0]4]6]2
S|5] 3 ]7]5]1]4]0]2]6
g6 1]5/7]3[6/2]0]4
7] 7 |3]1f5]2]6]4]0

0= No Operation; 1= Rotation 90,
2= Rotation _180;

3= Rotation_270; 4= Reflection,;
5= Reflection+Rotation_90;

6= Reflection+Rotation_180;

7= Reflection+Rotation 270;

Encoding Process
The method applied to speed up the

encoding of range blocks using double

moment descriptor instead of single descriptor
are summarized by the following steps:

1. Load the (R, G, B) image (i.e., three 2D
arrays).

2. Convert (R,G,B) arrays to (Y,Cb,Cr) arrays

3. Down sample Cb and Cr to quarter of its
original size.

4. For each component (i.e., the original Y,
and the down sample Cb and Cr) establish
the range image array. The range array
must be partitioned into non-overlapping
fixed blocks, to generate the range blocks
(I’l,....,rn).

5. Down sample the original Y, the down
sampled Cb, and the down sampled Cr by 2
to get (Y',Cb, and Cr).

6. For each component (i.e. Y ,Cb, and Cr)
establish the domain image (array). The
domain  must be partitioned into
overlapping blocks, to generate the domain
blocks (di,...,dn). They should have the
same size of range blocks.

7. For each domain block do the following:

a. Calculate the average (d).
b. Calculate the moments Mqy(0,1),
Mq(1,0), Mq(0,3), and Mg(3,0) .

8.

9.
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c. Determine the block isometric index
sym_indxy that based on moment
order-1 (Table (1)).

d. Determine moment ratios (Rig) and
(R3q) depending on Moment order-1
and order-3 respectively :

M (1,0) .
oD N, ifMOD>M@LO) (18)

Ryg =

MO .
M L0 N, if M(10)> M (01)

2 2
R, - MIBO-MIOY (19)
M2(3,0) + M2(0,3)

e. Determine the moment index value IXgq
as linear combination of two
descriptors (Rig) and (Rsg) using the
following equation:

IX, =Rl x (N, +1) + R3, «roreermreernmmmninnnn, (20)
Where
Np, is the maximum moment index value.
So the number of classes
= Np X(Np+1)+Np,

The index IXq is used to classify
domain blocks. (i.e. each class includes
blocks having the same index).
Store the position coordinates (Xq, Yqg) of
the domain block and its calculated
moment index value (lg) in a temporary
array (L) of records.
Sort the records of the array (L) in
acceding order according to their moment
based (l4) index value.

10. Establish a set of pointers (p) refer to the

start and end of each block of record hold
same lq value.

11. For each range block do the following:

a. Calculate the average (r)
b. Quantize range average () according
to following equations

I, =round (&) s (21)
r =Q, 1, e, (22)
Where
Q, = 2%?_51 ............................... (23)
Where

Q is the quantization step of the mean
coefficients.

I, is the quantization index of the mean
coefficients.
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by is the number of mean bits.

c. Calculate the moments
M(1,0), M((0,3), and M(3,0) .

d. Determine the block isometric index
sym_indx, that based on moment order-
1 (table (2)).

e. Calculate the moment descriptors Ry,
and Rgs; using equations (18) and (19),
respectively.

f. Calculate the block index (Ix;) using
equation similar to (20).

12. With help of a pointers set (p) and the
temporary list of records (L); match only
the domain blocks whose g values equal
to I..

13. Sym_indx, and sym_indxq are passed
through the isometric predictor, and
then the predictor outputs the index of
the required isometric transform (using
Table (2)). Apply this transformation on the
tested range block.

14. Calculate the scale (s) coefficient and (x?).

15. Compare the result (x?) of each matching
instance with the minimum (x?) registered
during the previous matching instance. If
(") is smaller then put its value in
minimum (x®) register (beside to the
associated values of (Is, Iy, sym, Xq, Yq)-

16. Check if ¥*min <& then the search across
the domain blocks is stopped, and the
registered domain block is considered as
the best matched block and output the set
(Ir,ls, sym, Xq, Yq) as best encountered IFS
match, and go to step (11).

17. Otherwise, start the search for the domain
blocks that have new Ix4 (belong to closest
higher class) to get the best IFS match, if
we haven't reach to an acceptable match
instance try to match the domain blocks
belong to other neighbour class and so on,
until either the registered minimum error
become less than & (i.e, minimum
allowable class) or all the domain bocks are
tested. The new Ixq values are computed as
follows:

M:(0.1),

Rj_r:Rj_r i X (24)
R3=R3 Y o (25)
IXg =R, x(N,, +D) + Ry, werveeveeiiiiiniians - .(26)

Where x and y values changes about the X,
Y coordinates. The spiral search technique
that based on city-block distance measure
has been used to search for another

Vol.15 (4), December, 2012, pp.Y++-Y:V

neighbour class in four directions ((x, Y),
(X, =y), (-, y), (-X, -y)) to reach the optimal
one that registered minimum error.

18. Output set of IFS code (I, I , sym, Xq, Ya)
for the tested range block.

19. Repeat steps (11) to (18) for all range
blocks listed in the range pool.

20. Store all IFS mapping parameters as an
array of record. The length of this array is
equal to the number of range blocks in the
range pool.

Decoding Process
The decoding process is summarized by

the following steps:

1. Apply the dequantization process on the
reconstructed is and i, values to get the scale
(s) and the mean (r) values respectively
for each range block as follow:

S=1_><Qy i, (27)
=1, <Q, .o (28)
2. Initialize the range pool by setting r;
values to its elements.
3. Generate the domain pool by down
sampling (by 2) the range pool.
4. Apply IFS  demapping to  build

approximates of the range block using the
decoded IFS coefficients. This implies the
application of the corresponding symmetry
operation on the domain block and then
mapping the resulted block (r') using
equation (9).

5. Repeat steps 3, and 4 until reaching the
attractor state (i.e. the difference between
old and newly reconstructed range image is
less than the predefined error or the number
of the iteration exceeded maximum number
of iterations.

6. The above steps (1-5) should be applied
upon the three components Y, Cb, and Cr.

7. The two chromatic image Cb and Cr are
upsampled to make all reconstructed bands
have the same size (i.e. the image original

size).

8. Convert (YCDCr) color components to
RGB components using the inverse
(YCDCr) transform.

9. Calculate the fidelity criteria (MSE, PSNR,
CR, and BR) for the RGB reconstructed
image.



Testing Results

The test results of both the developed
system (i.e. using double descriptors) and the
use of single descriptor method in this research
are presented. The proposed system had been
tested on Lena image (256x256, pixel 24bits)
the size of range and domain blocks is taken
4x4 pixels;

Lena (24-bits RGB image).

As performance parameters, the PSNR,
MSE, CR, BR and encoding time (ET) are
computed. It is obvious that their values are
significantly affected by the system parameters
(i.e., Nm, bs, by, € and Spax). The effects of
each system parameter were investigated
separately and the relevant test results have
been listed as below:

Table (3) shows the effect of N, on the
performance of the proposed compression
scheme (double moment descriptor). Ny, is the
maximum moment index, so the number of
classes=Np *(Np+1)+Np. The results shows
that the ET is decreased when Ny, is increased.
The good reduction in encoding time will
occur with N,=50 without cause a significant
degradation in image quality.

Table (3)
The Effect of N, on Performance of Using
Double Moment Descriptor with Symmetry
Predictor.

| N | MSE | PSNR | ET(sec) |

Table (4) shows the effect of Ny, which is
represent the number of classes, on the
performance of the single moment descriptor
compression scheme, the results shows that the
ET is decreased when Np, is increased. The
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good reduction in encoding time will occur
with Nn=500 without cause a significant
degradation in image quality.

Table (4)
The Effect of Ni, on Performance of Using
Single Moment Descriptor with Symmetry

Predictor.
| Nm | MSE | PSNR | ET(sec) |
100 42.27 31.86 2.11
200 45.98 31.5 1.33
300 47.83 31.33 1.05
400 49.2 31.21 0.84
500 51.11 31.04 0.72
600 53.35 30.85 0.67

Table (5) illustrates the effect of the
maximum scale variation on the behaviour of
the proposed compression performance, the
results indicate that the effect on MSE, and
PSNR is significant but the effect on ET is less
significant. The value (Smax=4) was adopted as
the best value.

Table (5)
The Effect of Siax on Performance of the
Proposed Method.

| Sma | MSE | PSNR | ET(sec)

The test results listed in Table (6)
illustrates the effect of using the error
threshold ¢ as stopping search condition on
the compression performance. Both ET and
PSNR are decreases when & increases. The
value of ¢ that was used in the proposed
scheme is set to be 15 * block size”.
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Table (6)
The Effect of Error Throshold on the

Performance of the Proposed Scheme.
| & MSE PSNR ET(sec)

1 49.35 31.19 0.84
5 52.08 30.96 0.53
10 55.09 30.71 0.34
15 57.07 30.56 0.31
20 58.79 30.43 0.27
25 60.48 30.31 0.25

Table (7) shows the effectiveness of the
quantization scale bits (i.e. bs) on the
compression performance. It is clear that the
quality of the of reconstructed image increased
when the quantization bits were increased.
When the scale bits become higher than 6, its
variation became less effective. So the value 6
was adopted to be the best compromising
value.

Table (7)
The Effect of Bs on the Proposed Fic.

| Bs | MSE | PSNR | ET(sec) | CR | BR |

Table (8) illustrates the effectiveness of the
quantization mean bits (i.e. br) on the
compression performance. The value 7 was
adopted to be the best compromising value.

Table (8)
The Quantization Mean Bits br Effectiveness
on the Proposed Method.

 Br| MSE | PSNR| ET(sec) | CR | BR

Table (9) shows the difference between

performing the proposed method with
symmetry predictor and without symmetry
predictor. The comparison depend on the
effectiveness of the using same system
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parameters (i.e, bs=6, b=7, & =15 and Syx=4)
on the performance parameters (PSNR, MSE,
CR, BR and ET).

Table (9)
The Comparison between the Proposed
System with Symmetry and Without

Symmetry.
Proposed Proposed
method without | method with
Parameter
symmetry symmetry
predictor predictor
MSE 71.64 57.07
PSNR 29.57 30.56
ET 0.45 0.31

Table (10) shows the comparison between
the proposed method (the use of double
moment descriptions) and the use of
single moment descriptor method to speed up
the FIC. The comparison depend on the
effectiveness of the using same system
parameters (i.e, bs=6, b=7, & =15 and Spyx=4)
on the performance parameters (PSNR, MSE,
CR, BRand ET).

Table (10)
The Comparison between the Double and
Single Moment Descriptor.

Parameter

Double
Descriptor
with Np,=50

Single
Descriptor
with N,=500

Conclusions
The conclusions have been drawn from
this work are listed below:
1. The results shows that the using of double

moment  descriptors  with  symmetry
predictor decreasing the encoding time
approximately 50% from the ET of using
single moment descriptor without making
significant degradation in image quality.

2. The test results indicate that the usage of
symmetry predictor with the double block
descriptors causes a decrease in both
encoding time and MSE (increase the
PSNR). This is because the proposed



indexing method gave us more precisely
classification to range and domain blocks.

3. The proposed algorithm could be modified
to imply quadtree partitioning scheme to
increase the compression ratio.
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