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Abstract 
In this paper, a generalized approach of the backstepping method for stabilizing and solving 

system of ordinary differential equations will be applied for systems of differential equations with 

multiple delay by transforming the non-linear system of delay differential equations into a system 

of ordinary differential equations with cooperation of the method of steps. The basic idea of this 

approach is to find Lyapunov function for stabilizing the system of different time steps which is 

chosen as the definitions of the present approach.  [DOI: 10.22401/ANJS.00.1.20] 
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1. Introduction 

Over the last few decades, the focus have 

been carried over the areas of control theory 

and engineering control which has shifted 

from linear to nonlinear systems providing 

control algorithms for systems that are both 

more general and more realistic. Therefore, 

during recent years nonlinear controls has 

shown a strong presence in the academic 

curricula, industry and conferences, [6]. 

As it is known in literatures, the study of 

nonlinear systems is different than linear 

systems and hence linearization approach may 

be used to study the behavior of nonlinear 

system, but there are two basic limitations of 

linearization; the first of which since the 

linearization is an approximation in a 

neighborhood of an operating point and then it 

can only predict the "local" behavior of the 

nonlinear system in the vicinity of that point. It 

cannot predict the “nonlocal” behavior so far 

from the operating point and certainly not the 

"global" behavior throughout the state space. 

The second limitation is that the dynamics of 

nonlinear systems are much richer than the 

dynamics of the linear system, [2]. 

The backstepping method technique is 

based directly on the mathematical model 

governing the real life examined system. It is 

being developed by introducing new variables 

into it by using certain transformation 

techniques in a form depending on the state 

variables, controlling parameters and 

stabilizing functions. Those compensate exists 

for nonlinearities in the system, [12]. The 

advantage of the backstepping method is that it 

has the availability to avoid cancellations of 

useful nonlinearities appearing in the system 

and pursue the objectives of stabilization and 

tracking rather than that of linearization 

method. For tracking problem, backstepping 

always use the error between the actual and 

desired input to start the design process, [11]. 

The backstepping method that is adapted to 

the problem of globally and uniformly 

asymptotically stabilizing nonlinear systems in 

feedback form with a delay arbitrarily large in 

the input. The strategy of the design relies on 

the construction of a Lyapunov-Krasovskii 

functional which was given in 2003, [7], 

Krstic and Smyshlyaev in 2008 [5], where they 

developed the backstepping approach for the 

first-order hyperbolic PDEs and presented a 

design for the linear time invariant ordinary 

differential equations (ODEs) with time 

delays, these recovers the classical predictor 

designs for the finite spectrum assignment. 

Also, Mazenc and Ito in 2011, [8] worked on 

developing a technique to carry out a 

backstepping design of stabilizing control laws 
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for a family of neutral nonlinear delayed 

systems. 

Stabilization and robustness analysis for 

nonlinear control systems with input or state 

delays is a challenging field that has been 

addressed by many authors in a large number 

of their works. In some applications including 

network control, population dynamics, 

biological systems to cite only a few [9], when 

the delays are small enough that one can 

ignore them and still be assured of satisfactory 

performance of the controllers. However, there 

are many applications when the delays are too 

large to disregard. For instance, in bioreactors, 

there is often a long time lag between the time 

of the organisms in the fed bioreactor and the 

time taken by organisms to grow. One can 

often model bioreactors by control systems, 

where the food entering the bioreactor is the 

control input and the numbers of organisms in 

the reactor are the states of the system, and 

then we have a control system with long input 

delays, [3]. 

In the present paper, we will introduce    

and propose a generalized approach of 

backstepping control method for a systems of 

delay differential equations (DDEs) given in, 

[1]. This approach has its basic idea on 

transforming the DDEs into a system of 

ordinary differential equations (ODEs) in 

cooperation with a known method for solving 

DDEs, which is the method of steps and using 

the backstepping method to solve the resulting 

system which make our original system stable. 

This approach is more easy and powerful than 

other approaches. 

 

2. The Generalized Backstepping Control 

Method 

Consider the generalized n
th 

order 

dynamical system, [10]: 

 ̇    (          )    
 ̇    (          )    
 ̇    (          )    

                                    
 ̇    (          )    }

 
 

 
 

 ..................... (1) 

where  ( )    is the state vector of the 

system,   ,           are either linear or 

nonlinear functions and              are 

the controller input. 

Backstepping control design of systems (1) 

is recursive method, which will guarantee the 

global asymptotic stable performance of the 

system. By using the backstepping  control 

design at the i
th 

step, the i
th

 subsystem may be 

stabilized with respect to a certain Lyapunov 

function   ,           which are designed, 

in addition to the design of the virtual controls 

  ,           and a control input functions 

  ,          that to make system (1) 

converge to zero with  time increasing.  

The analysis of this method may be 

summarized as in the following steps: 
 

Step (1):  

Consider the stability of the first equation 

of system (1) 

 ̇    (          )      ....................... (2) 

Where    is regarded as a virtual 

controller, then define      and derive the 

dynamics of the new coordinates as:  

 ̇   ̇    (          )      ............... (3) 

Now, construct the first Lyapunov function 

in quadratic form as: 

      
       ............................................. (4) 

The derivative of    is  

 ̇      
         .................................. (5) 

where    is a positive definite matrix. Then  ̇  
is a negative definite function in    and thus 

by Lyapunov stability theory, system (2) is 

asymptotically stable. Clear that the virtual 

control      (  ) and the state feedback 

input   , which makes system (2) 

asymptotically stable. The function   (  ) 

should be estimated while    is considered as a 

controller. 
 

Step (2):  

Define the error between    and   (  ) to 

be defined as: 

        (  )  ....................................... (6) 

Then consider the    ,     subsystem: 

 ̇    (            )     

 ̇    (            )   ̇ (  )      .... (7)  

where    is a virtual controller of subsystem 

(7), and assume that it is equal to   (     ) 

which makes the subsystem (7) asymptotically 

stable. Consider the Lyapunov function 

defined by: 

  (     )     (  )    
      .................. (8) 

Therefore, the derivative of   is: 

 ̇ (     )      
         

        .... (9) 

where   ,   are positive definite matrices. 

Then  ̇  is a negative definite function in    

and thus by Lyapunov stability theory, 
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subsystem (7) is asymptotically stable. 

Similarly, the virtual control      (     ) 

may be defined and the state feedback input 

  makes subsystem (7) asymptotically stable. 
 

Step (n):  
So on, proceeding similarly as in steps (1) 

and (2), define the error variable    by: 

          (          )  .................. (10) 

and consider the           -subsystem given 

by: 
 ̇    (            )                                     

 ̇    (            )   ̇ (  )                    

 ̇    (             )   ̇ (     )                  
                                                                            

 ̇    (          )   ̇   (          )    }
 
 

 
 

  

 ................................ (11) 

Therefore, the Lyapunov function is 

defined by: 

  (          )       (            )  
  
       ..................................................... (12) 

Hence, the derivative of    is: 

 ̇      
         

          
         

 ................................ (13) 

where   ,  ,  , … ,   are positive definite 

matrices. Then  ̇  is a negative definite 

function in   and similarly by Lyapunov 

stability theory the subsystem (11) is 

asymptotically stable. The virtual control 

       (            ) and the state 

feedback input    are then evaluated which 

makes subsystem (11) is asymptotically stable.  

Thus as a result of the above steps, system (1) 

is globally exponentially stable for all initial 

conditions   ( )  
 . 

 

3. General Strict-Feedback Delay System 

The nonlinear multiple delay systems that 

will be considered in this paper has the form, 

[4]: 
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 ........... (14) 

    ; with initial conditions:  
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0 1 0

1 11 2 21 1
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0 0 1
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where   ,          are the system state, 

    ,           are the multiple time 

delay which are supposed to be of ascending 

order and    ,    are continuous functions, 

   are the control function and    ( ) are 

continuous functions over time t,   
                      

Hence in connection with the method of 

steps, we have the initial conditions which are 

given for a time step intervals with length 

equal to       *  +           and then to find 

the solution for all      divided into steps 

with length   . 
For the first time step ,        -, we 

have: 
 ̇ ( )    (    ( )    (    )  ̇  (    )     

   (    )  ̇  (    )   ( )     
   (    )  ̇  (    )     
   (    )  ̇  (    )     
   (    )  ̇  (    ))    ( )  

 ̇ ( )    (    ( )    (    )  ̇  (    )     
   (    )  ̇  (    )   ( )  

   (    )  ̇  (    )     
   (    )  ̇  (    )     
   (    )  ̇  (    ))    ( )  
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 ̇ ( )     (    ( )    (    )  ̇  (    )     
   (    )  ̇  (    )   ( )   
   (    )  ̇  (    )     
   (    )  ̇  (    )     
   (    )  ̇  (    ))    ( )  

  .......... (15) 

Hence, the resulting system of differential 

equations will be solved by using the 

backstepping control method, as it is discussed 

previously. The solution of the obtained 

system of ODEs may be found by any classical 

approximate or numerical method for solving 

systems of non-linear ODEs and solving the 

resulting system may produce a discrete set 

numerical results that may be interpolated 

using Lagrange interpolation polynomials as 

the initial conditions for the next time steps, 

i.e., 
 ̇ ( )    (    ( )   (    )  ̇ (    )     

  (    )  ̇ (    )   ( )   (    )   
 ̇ (    )     (    )  ̇ (    )     
   (    )  ̇ (    ))    ( )  

 ̇ ( )    (    ( )   (    )  ̇ (    )     
  (    )  ̇ (    )   ( )   (    )   
 ̇ (    )     (    )  ̇ (    )     
  (    )  ̇ (    ))    ( )  

 ̇ ( )    (    ( )   (    )  ̇ (    )     
  (    )  ̇ (    )   ( )   (    )   
 ̇ (    )     (    )  ̇ (    )     
  (    )  ̇ (    ))    ( )  

  ............................... (16) 

with the initial conditions: 

  ( )     ( )   ( )     ( )     
  ( )     ( )                           

  ( )     ( )   ( )     ( )     
  ( )     ( )                      

   
  ( )       ( )   ( )       ( )     
  ( )       ( )   

                       

where    ( )    ( ),              are the 

interpolation functions of the previous 

solutions of time step interval. 

Again, applying the backstepping control 

method to stabilize and solve the system of 

DDEs for the next time step, and so on 

proceed to the next time steps. 

 

4. Illustrative Example 

Consider the following nonlinear system of 

multiple DDEs for all t  0: 

 ̇ ( )    ( )  (   )    (   )    ( )            

 ̇ ( )    ( ) ̇ (   )     ( )  (   )    ( )

 ̇ ( )    ( )  (   )    
 ( ) ̇ (   )     ( )

}  

 ........... (17) 

with the initial conditions: 
  ( )     ( )      ,   ( )     ( )     
 ,   ( )     ( )     , for        

  ( )     ( )    ,   ( )     ( )      , 

  ( )     ( )    , for         

  ( )     ( )     ,   ( )     ( )     
 ,   ( )     ( )      , for         

To find the solution over the first time-step 

interval [0, 1], apply the method of steps, will 

give: 
 ̇ ( )    ( )   (   )     (   )    ( )  
 ̇ ( )    ( ) ̇  (   )     ( )   (   )    ( )  
 ̇ ( )    ( )   (   )    

 ( ) ̇  (   )     ( )  
So, the resulting system of ODEs has the form: 
 ̇ ( )   (    )  ( )  (    )    ( )  

 ̇ ( )     ( )   (    )  ( )    ( )    

  ̇ ( )  (   )  ( )    
 ( )    ( )            

}   

  .......... (18) 

Now, the resulting system of ODEs with 

non-constant coefficients (18) may be 

stabilized and solved by backstepping method, 

as in the following steps: 
 

Step (1): 
In the first step, consider the stability of 

the first equation of system (18) and let 

  ( )    ( ) with its derivative: 

 ̇ ( )    ̇ ( )  (    )  ( )  (    )  
  ( )  

where   ( ) is regarded as the virtual 

controller. The first control Lyapunov function 

is considered to be: 

    
 

 
  
 ( )  

and the time derivative of which becomes: 

 ̇    ( )((    )  ( )  (    )  
  ( ))  

  (    )  
 ( )    ( )(    ( )  

(    )    ( ))  
Assume the controller   ( )    (  ). If 

  ( )       ( )  (    ) and   (  )   , 

then: 

 ̇   (    )  
 ( )  

which is negative definite function. The 

recursive feedback control   ( ) and    (  ) 
makes the first equation of system (18) 

asymptotically stable, where    (  ) is an 

estimating function when   ( ) is considered 

as a controller. 
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Step (2):  

Define the error between   ( ) and    (  ) 
as   ( )    ( )     (  ). Then: 

 ̇ ( )     ( )   (    )  ( )    ( )  
where   ( ) is regarded as the virtual 

controller. We consider the second control 

Lyapunov function is defined by: 

       
 

 
  
 ( )  

and the time derivative of which becomes: 

 ̇   (    )  
 ( )    ( )(   ( )  

 (    )  ( )    ( ))  
       (    )  

 ( )     
 ( )  

  ( )(   ( )   (    )  ( )    ( ))  
Assume the controller   ( )    (     ).  
If    ( )      ( )   (    )  ( ) and 

   (     )   , then: 

 ̇   (    )  
 ( )     

 ( )  
which is Also negative definite function. The 

recursive feedback control   ( ) and 

   (     ) makes the second equation of 

system (18) asymptotically stable, where 

   (     ) is an estimating function when 

  ( ) is considered as a controller. 
 

Step (3): 

Define the error between   ( ) and 

   (     ) as   ( )    ( )     (     ). 
Then: 

 ̇ ( )  (   )  ( )    
 ( )    ( )            

Consider the control third control 

Lyapunov function defined by:  

      
 

 
  
 ( )  

The derivative of    is 

 ̇   (    )  
 ( )     

 ( )     ( )((  
 )  ( )    

 ( )    ( ))  
       (    )  

 ( )     
 ( )  (  

 )  
 ( )    ( )(    ( )    

 ( )    ( ))  
If    ( )        ( )   

 ( ), then: 

 ̇   (    )  
 ( )     

 ( )  
(   )  

 ( )  
which is negative definite function. The 

recursive feedback control   ( ) makes the 

third equation of system (18) asymptotically 

stable.  

As a results of the above three steps, the 

following controller functions are obtained: 

  ( )       ( )  (    )  
  ( )       ( )   (    )  ( ) 
  ( )       ( )   

 ( )  

Substitution   ( ),   ( ) and   ( ) in 

system (18) will give the following linear 

system of ODEs: 

 ̇ ( )   (    )  ( )    

 ̇ ( )      ( )                 

 ̇ ( )   (   )  ( )      

}  ..................... (19) 

with initial conditions: 

  ( )    ,   ( )    ,   ( )     

Now system (19) may be solved using 

numerical methods for solving systems of 

ODEs and we get the following results 

presented in Table(1) and their plots in Fig.(1). 
 

Table (1) 

The numerical solution of system (19) 

for the first time step [0,1]. 

t   ( )   ( )   ( ) 

0 2 1  1 

0.2 1.237567 0.449329           

0.4 0.65256 0.201896           

0.6 0.293214 0.090718         9 

0.8 0.11227 0.040762           

1 0.036631 0.018316           

 

 
Fig. (1) The solutions x1(t), x2(t) and x3(t) of 

system (19) over [0,1]. 
 

Now, for the second time step interval 

[1,2] first we will find the Lagrange 

interpolation polynomials of degree 5 which 

interpolate the discrete results of the first time 

step given in Table (1) and then considered as 

the initial solution for the second time step, 

where: 

   ( )                        
  

                       
            

   ( )                       
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   ( )                        
  

                       
             

Now, consider system (17) with the initial 

conditions:  

  ( )     ( )  

                          
                       
            ,  

  ( )     ( )  

                         
                        
          ,  

  ( )     ( )  

                          
                       
             

for       

Similarly, the solution of the original 

system (17), of this example for the time step 

intervals [1,2] and [2,3] are collected together 

and sketched in Fig.(2). The controller 

functions   ( ),   ( ) and   ( ) are presented 

in Fig.(3). 
 

 
Fig.(2) The solutions x1(t), x2(t) and x3(t) of 

system (17) over [0,3]. 
 

 
Fig.(3) The control function of   ( ),   ( ) 

and   ( ). 
 

 

 

5. Conclusions 

In the present paper, the generalized 

backstepping control method has been applied 

for stabilizing and solving certain type of a 

system of differential equations with multiple 

delays. This approach, in connection with the 

method of steps is very high efficient for 

stabilizing and solving systems of differential 

equations in general and systems with multiple 

delays as it is shown in Figs(1)-(3). 
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